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Executive Summary

In the last decade, there has been an substantial shift in the way the structural health of bridges

and buildings is assessed. This is due mainly to the advancement of computer and sensor tech-

nology that allows computers to learn directly from the recorded data, without going through the

identification of a physical model of the structure. In this scenario, taking recourse to the statistical

pattern recognition approach to solve the Structural Health Monitoring assignment was recognized

as ideal to efficiently account for the uncertainties inherent in the monitoring process of real struc-

tures. Central in the formulation of the statistical pattern recognition based SHM approach is the

construction of a training model, representative of the probabilistic distribution of the so called

damage sensitive features, that are information extracted from the measured response of the struc-

ture able to portray the structural condition. In order for the training model to be useful, it is

essential to keep it up-to-date by periodically including new information on the system, whenever

such information become available. In this work, a method is proposed to accomplish this task.

The proposed method updates the probability distribution of the structural properties selected to

monitor the structure’s integrity by using a Bayesian Maximum A Posteriori adaptation technique

commonly employed in the field of speaker recognition to verify the speaker identity. The pro-

posed approach does not require reevaluation of the training model when new data are available,

but the training model can simply be adapted by recomputing the sufficient statistics parameter-

izing the distribution select to represent the training model, including the new data observations.

The proposed method is tested on simulated data.



1. Introduction

The continued functionality of civil infrastructure systems is a necessity for the development of

modern society. Nonetheless, existing infrastructure systems are fast approaching or have already

exceeded service life. Replacement of such systems is functionally and economically unfeasible.

On the other hand, maintenance and retrofitting operations must be planned wisely so as to be cost-

effective, given the limited financial resources. Being able to detect damage at its onset is thus of

paramount importance in this scenario and Structural Health Monitoring (SHM) is the discipline

able to deliver robust means of dealing with such an assignment.

Structural damage is defined as any change in the structural properties that prevents the system

from performing at the desired level of safety and functionality [1]. Inherent in this definition of

damage is the concept that damage detection requires a comparison between two states of the sys-

tem, one of which must be representative of the reference, usually undamaged, conditions of the

system. Pattern recognition is concerned with assigning classes of membership to objects, repre-

sented by their main traits, called patterns. Damage detection can be solved using the techniques

of pattern recognition. In structural health monitoring, the patterns to analyze should be represen-

tative of the structural behavior, and it is then reasonable to extract them from measurements of

the structural response. Many factors influence the structural response, leading to uncertainty in

defining the exact value to assign to the aforementioned patterns. For this reason, it is reasonable

to consider the patterns as random variables and solve the structural health monitoring problem

within a statistical pattern recognition framework.

In this work, we consider some aspects of the SHM problem cast within a statistical pattern

recognition framework, when using techniques borrowed from speaker recognition. In machine
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learning, speaker recognition is the task of assessing the speaker identity by analyzing a record

of the speaker’s voice. In particular, the speaker verification problem is addressed as a hypothesis

testing problem, with two hypotheses, namely the null and alternative hypotheses. The null hy-

pothesis is the one that is tested for correctness, and in a speaker verification problem is represented

by the hypothesis that the claimed identity of the speaker is the speaker’s true identity. The alter-

native hypothesis is the one complementary to the null one: if we indicate the probability of the

null hypothesis as p, the probability of the alternative hypothesis is 1− p. Qualitatively, in speaker

verification, the alternative hypothesis represents the hypothesis that the speaker’s identity is any

but the one claimed by the speaker. Hypothesis testing may be solved through machine learning

techniques, hence, developed through the training and the testing phases. During training, a large

variety of speech signals is recorded from as many different speakers as possible. The signals

are then processed to extract only a reduced number of parameters able to better emphasize the

vocal tract characteristics of a speaker. These parameters are the aforementioned patterns, often

referred to also as features. The distribution of the features is then estimated, usually employing the

maximum likelihood approach, i.e. by identifying the parameters of an assumed distribution that

maximize the plausibility of the recorded data. The function that expresses the plausibility of an

observation given a certain value for the distribution parameters is called likelihood, and it explains

the name given to the aforementioned estimation process. The resulting model is called Universal

Background Model (UBM) and it is used to model the ‘alternative hypothesis’. At this point, the

models to be used as representative of the null hypothesis are constructed for each speaker enrolled

in the speaker verification system. These new training models are said speaker-dependent models.

According to the guidelines of the former Bell Laboratory [2], in order to increase the efficiency

and robustness of the speaker verification system, the speaker-dependent models are adapted from

the UBM model through a Maximum A Posteriori technique. In this case, the probability of the

distribution parameters given the observed data is the one subject to maximization. According to

Bayes theorem, such a probability is proportional to the product of the likelihood by the so called

prior probability of the parameters, which represents the assumed distribution of the parameters
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before any observation is available. The distribution of the parameters that accounts for the obser-

vations and the prior assumption on their distribution is then called posterior, so as to emphasize

the fact that it represents an estimate of the parameters distribution after some observations have

been collected. In order to obtain a speaker-dependent model, the features extracted from a speech

signal recorded from a specific individual are used as new observations to adapt the UBM, and

the resulting model is the sought speaker-dependent model. When the time comes to verify the

speaker’s identity, the individual to be verified is asked to utter a short sentence or even just a

word and to claim his/her identity, the speech signal is then recorded and the same type of features

used during training are extracted from the testing speech signal, the speaker-dependent model

associated to the claimed identity is then fetched among the available trained speaker-dependent

models and the likelihood of the new features observations is evaluated using both the UBM and the

speaker-dependent model: if the likelihood of the features evaluated using the speaker-dependent

model is larger than that evaluated using the UBM, the claimed speaker identity is verified, other-

wise rejected.

The same rationale may be applied to the structural health monitoring problem. In this context,

the null hypothesis is that the structure is under reference conditions, while the alternative hypoth-

esis is that the structure is not under reference conditions. Rejection of the null hypothesis does

not necessarily mean that the structure is damaged, but it means that the structure’s behavior devi-

ates from the one learnt to be representative of the reference conditions, and further monitoring is

required. Deterministic SHM methods are prone to this kind of false alarm, as they do not account

for the fluctuations of the structural properties induced by environmental and/or operational con-

ditions or even measurement noise. Also probabilistic approaches can be affected by this kind of

error if the training model is not periodically updated to account for the physiological changes af-

fecting the structure’s behavior in time. From this observation stems the importance of the current

work.

Going back to the analogy between speaker recognition and SHM of bridges and buildings, the

‘structure-dependent’ model represents the distribution of the structural parameters identified from
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the structure under normal conditions, while the UBM should represent any possible alternative

to the healthy structure. Conventionally, the alternative to the healthy structure is assumed to be

the damaged structure. However, if postulated in this fashion, the problem is unsolvable, as it is

apparent that the possible damage scenarios a structure can undergo are uncountable for practical

purposes, as damage can occur at different locations and be of different severity and types. It will

be shown that using the algorithm proposed in this work it will be possible to solve the damage

detection problem without the need of modeling the damaged structure. This work, however, goes

beyond the mere assessment of the structural conditions, but proposes a method to update the

training model, once new measurements of the structural response are available. This task allows

to construct a training model that can be used for both short and long-term monitoring. In fact,

on one hand, the proposed method gives a way of updating the training model during time, so

as to assess whether the evolution of the structural properties proceeds as expected (long-term

monitoring problem). On the other hand, it provides an up-to-date training model that may be

promptly available for testing, whenever the necessity rises of assessing whether the structure is

still under reference conditions (short-term monitoring problem).
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2. Theory: A Bayesian Maximum A Posteriori Adap-

tation of Gaussian Mixture Models

In the next sections, the MAP estimators of the parameters of the so called Gaussian Mixture

Models (GMM) are derived according to the procedure proposed by Gauvain and Lee [3]. As

acknowledged by the same authors, the proposed procedure follows the same rationale of the

Expectation-Maximization (EM) approach, which is usually exploited to get Maximum Likelihood

estimators of mixture models parameters. Since the background needed to fully understand the

approach described by Gauvain and Lee is fairly different from that available to civil engineers,

the explanation of the method is made step by step. The final results of the work of the two authors

are given in section 2.4. The closing section of this chapter describes the practical implementation

of the work by Gauvain and Lee, as proposed by Reynolds and co-authors [2].

2.1 Gaussian Mixture Models

Let us assume we have a data sample of n independent observations of p-variate random vectors

collected in the data sample D = {y1, ...,yn}, and that all observations are drawn from an under-

lying density fY(y). If the underlying density fY(y) is defined as a finite mixture model with K

components, its functional form is given by

fY(y) = f(y|Θ) =
K∑
k=1

ωkfk(y|θk), (2.1)
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where

• fk(y|θk), for k = 1, ..., K, are density functions with parameter(s) θk, called mixture compo-

nents. A Gaussian Mixture Model is a finite mixture model where each mixture component

is represented by a Gaussian density function with parameters µk (mean vector) and Σk

(covariance matrix):

fk(y|µk,Σk) =
exp{−1

2
(y − µk)

TΣ−1k (y − µk)}√
(2π)p|Σk|

, (2.2)

• ωk, for k = 1, ..., K, are called mixture weights, and represent the probability that a ran-

domly selected observation y was generated by the kth mixture component. Mixture weights

must satisfy the following condition:

K∑
i=1

ωk = 1. (2.3)

The complete set of parameters for a Gaussian mixture model with K components is then given by

Θ = {ω1, ..., ωK ,µ1, ...,µK ,Σ1, ...,ΣK}. (2.4)

The objective of this chapter is that of obtaining MAP estimators of the GMM parameters. In order

to outline the derivation of such estimators, first some auxiliary variables, referred to as mixture

indicator variables, are defined. Next, the prior probability functions to use for describing the

parameters distributions are introduced. Finally, the function to maximize is derived and optimized

to obtain the sought statistics of the GMM parameters.

2.2 Mixture Indicator Variables

Let us assume that the observations in D = {y1, ...,yn} come from a GMM with K mixture

components. By making this assumption, we are implying that each one of the n observations in
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D comes from only one of the Gaussian mixture components, but we don’t know which one. In

order to reflect such an uncertainty, we can introduce an indicator variable zik that is equal to 1

if the ith observation is drawn from the kth mixture component, and 0 otherwise. Through the

theorem of total probability, we can estimate the expected value of zik, given the observation yi

and an estimate of the mixture model parameters in (2.4), Θ̂ :

E[zik|yi, Θ̂] = E[zik = 1|yi, Θ̂] · P (zik = 1|yi, Θ̂) + E[zik = 0|yi, Θ̂] · P (zik = 0|yi, Θ̂)

= 1 · P (zik = 1|yi, Θ̂) + 0 · P (zik = 0|yi, Θ̂)

= P (zik = 1|yi, Θ̂). (2.5)

By Bayes rule, the probability that the kth mixture component generated the ith observation is

given by:

P (zik = 1|yi, Θ̂) =
f(yi|zik = 1, Θ̂)P (zik = 1|Θ̂)

p(yi|Θ̂)
. (2.6)

The likelihood of observing yi when zik = 1, given an estimate of the parameter set, Θ̂, is repre-

sented by the kth mixture component:

f(yi|zik = 1, Θ̂) = fk(yi|µ̂k, Σ̂k). (2.7)

By definition, the probability that zik be equal to 1 is equal to the estimated mixture weight ω̂k:

P (zik = 1|Θ̂) = ω̂k. (2.8)

Finally, the distribution of the ith observation, given the estimate of the parameter set, Θ̂, is the

mixture model itself:

p(yi|Θ̂) =
K∑
m=1

ω̂mfm(yi|µ̂m, Σ̂m). (2.9)
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By plugging Equations (2.7), (2.8) and (2.9) into Equation (2.6), and then in (2.5), the expected

value of the mixture indicator variables is given by

E[zik|yi, Θ̂] =
ω̂kfk(yi|µ̂k, Σ̂k)

K∑
m=1

ω̂mfm(yi|µ̂m, Σ̂m)

. (2.10)

This result is the founding element of the Expectation-Maximization procedure [10], and its use

will be clear in section (2.4). The ensemble of GMM parameters Θ and mixture indicator variables

zik, for i = 1, ..., n and k = 1, ..., K, is called complete data of the GMM. Since knowledge of the

mixture indicator variables is not available at the time of observing the sample D, such variables

are often called hidden variables.

2.3 Prior distribution for the GMM parameters

Gauvain and Lee [3] suggest that a Gaussian mixture model can be interpreted as the marginal

density function of the mixture model parameters expressed as the product of a multinomial den-

sity, represented by the mixture weights, and a multivariate Gaussian density, represented by the

mixture components.

It can be shown that a suitable candidate to model the prior knowledge about the parameters of

a multinomial distribution is the Dirichlet density function. Therefore, if we consider the ensemble

of mixture weights to be distributed according to a multinomial distribution, a suitable prior for

these parameters is given by

p(ωK1 |νK1 ) ∝
K∏
k=1

ωνk−1k . (2.11)

Moreover, the normal-Wishart distribution can be considered as a suitable prior to model the

distribution of mean and precision matrix of a p-variate Gaussian distribution. Hence, for each set
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(µk,Σ
−1
k ) of parameters of the kth Gaussian mixture, the prior distribution to consider is given by:

p(µk,Σ
−1
k |τk,mk, αk,Uk) ∝ |Σ−1k |

αk−p
2 exp

{
−1

2

[
τk(µk −mk)

TΣ−1k (µk −mk) + tr(UkΣ
−1
k )
]}

.

(2.12)

Finally, by assuming independence between all sets (µk,Σ
−1
k ), for k = 1, ..., K and the ensem-

ble of mixture weights, the prior distribution for the parameters in Θ is a distribution of parameters

(νk, τk,mk, αk,Uk) given by

p(Θ) =
K∏
k=1

ωνk−1k |Σ−1k |
αk−p

2 exp

{
−1

2

[
τk(µk −mk)

TΣ−1k (µk −mk) + tr(UkΣ
−1
k )
]}

. (2.13)

In the next section, it will be shown that the prior in Equation (2.13) is a conjugate prior with the

GMM likelihood. In other words, we expect the posterior of GMM parameters to have a functional

form as the one in (2.13).

2.4 MAP estimators of the GMM parameters

The Expectation-Maximization algorithm is an iterative procedure for approximating the values of

distribution parameters with missing data, as is the case for the GMM, where the mixture member-

ship of each observed data vector is unknown at the time of sampling. Usually, the EM algorithm

is employed to obtain approximated ML estimates of the distribution parameters of concern. Here,

instead, it is exploited to obtain approximated MAP estimates of the parameters in Θ (Equation

(2.4)).

If we knew the mixture component of origin of each observation, obtaining the MAP esti-

mates of the GMM parameters would be simple, as we could use the MAP estimators derived in

Equations (??), (??) and (??) to retrieve the MAP estimates of mixture weights, and of mean and

covariance matrix of each individual Gaussian component. If we had the mixture indicator vari-

ables associated with each of the n independent observations drawn from the GMM, the product of

the joint likelihood of the complete data by the prior function for the parameters, given in Equation

10



(2.13), would yield:

q(y, z|Θ) = g(Θ)
n∏
i=1

K∏
k=1

[
ωkfk(y

(i)|µk,Σ
−1
k )
]zik

, (2.14)

so that its natural logarithm would give:

`(y, z|Θ) = log(g(Θ)) +
n∑
i=1

K∑
k=1

zik log
[
ωkfk(y

(i)|µk,Σ
−1
k )
]
, (2.15)

where y is the sample of n independent observations drawn from the GMM, and z can be consid-

ered as the n×K matrix of mixture indicator variables associated with y. In order to use Equation

(2.15), we must get rid of the mixture indicator variables, as in practice we do not know them.

To do this, we can evaluate the expected value of `(y, z|Θ) over the hidden variables, given an

estimate, Θ̂, of the parameters of interest; by exploiting the result of Equation (2.10), the sought

result is given by

R(Θ, Θ̂) = Ez[`(y, z|Θ), Θ̂]

= log(g(Θ)) +
n∑
i=1

K∑
k=1

cik log
[
ω̂kfk(y

(i)|µ̂k, Σ̂
−1
k )
]

= log(g(Θ)) +
n∑
i=1

K∑
k=1

cik log

[
(2π)−

p
2 ω̂k|Σ̂

−1
k |

1
2 exp{−1

2
(y(i) − µ̂k)

T Σ̂
−1
k (y(i) − µ̂k)}

]
,

(2.16)

where

cik =
ω̂kfk(yi|µ̂k, Σ̂k)

K∑
m=1

ω̂mfm(yi|µ̂m, Σ̂m)

. (2.17)

The Expectation-step in the EM algorithm consists in evaluation of cik.

If we now evaluate the exponential of function R(Θ, Θ̂), we get the numerator of the posterior
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distribution function of the complete data GMM

exp{R(Θ, Θ̂)} = g(Θ)
n∏
i=1

K∏
k=1

[
(2π)−

p
2 ω̂k|Σ̂

−1
k |

1
2 exp{−1

2
(y(i) − µ̂k)

T Σ̂
−1
k (y(i) − µ̂k)}

]cik
,

(2.18)

where

f(y, z|Θ̂) =
n∏
i=1

K∏
k=1

[
(2π)−

p
2 ω̂k|Σ̂

−1
k |

1
2 exp{−1

2
(y(i) − µ̂k)

T Σ̂
−1
k (y(i) − µ̂k)}

]cik
(2.19)

is the complete-data likelihood. By maximizing the complete-data likelihood, we obtain the fol-

lowing results:

nk =
n∑
i=1

cik;

ȳk =
1

nk

n∑
i=1

ciky
(i);

Sk =
n∑
i=1

cik(y
(i) − ȳk)(y

(i) − ȳk)
T , (2.20)

where nk/n, ȳk and Sk/nk represent approximations of the ML estimators of the mixture weights

and of the individual mixture mean vector and covariance matrix, while nk gives a measure of how

many observations are expected to be in each mixture component, for the given estimate of the

GMM parameters in Θ̂. Equations (2.20) are the formulas employed in the Maximization step of

the EM algorithm to retrieve approximations of the ML estimators of a GMM withK components.

By plugging the definitions (2.20) into Equation (2.18), and noting that

n∑
i=1

cik(y
(i) − µ̂k)

T Σ̂
−1
k (y(i) − µ̂k) = nk(µ̂k − ȳk)

T Σ̂
−1
k (µ̂k − ȳk) + tr(SkΣ̂

−1
k ) (2.21)
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after some algebraic manipulations, the following result is obtained:

exp{R(Θ, Θ̂)} ∝
K∏
k=1

ω
ν′k−1
k |Σ−1k |

α′k−p
2 exp

{
−1

2

[
τ ′k(µ̂k −m′k)

T Σ̂
−1
k (µ̂k −m′) + tr(U′kΣ̂

−1
k )
]}

.

(2.22)

Equation (2.22) shows that the posterior distribution of the GMM parameters belongs to the same

family of the prior distribution, with parameters (ν ′k, τ
′
k,m

′
k, α

′
k,U

′
k) given by:

ν ′k = nk + νk; (2.23)

α′k = nk + αk; (2.24)

τ ′k = nk + τk; (2.25)

m′k =
τkmk + nkȳk
τk + nk

; (2.26)

U′k = Uk + Sk +
τknk
τk + nk

(mk − ȳk)(mk − ȳk)
T . (2.27)

Hence, the prior distribution in Equation (2.13) is a conjugate prior for the GMM of the complete

data. The MAP estimators of the GMM parameters are obtained by maximizing exp{R(Θ, Θ̂)}.

In section (2.3) the prior distribution of the parameters in Θ was obtained by assuming a Dirich-

let distribution for the prior of the ensemble of mixture weights, and a normal-Wishart prior dis-

tribution for the mean and precision matrix of each mixture component. Since prior and posterior

distributions come from the same distribution family, the MAP estimates of the mixture weights

are obtained as the mode of a Dirichlet distribution with parameter ν ′k, for k = 1, ..., K.

Similarly, the MAP estimates of the kth mixture mean vector and covariance matrix are ob-

tained as:

µ̂k =
τkmk + nkȳ

τk + nk
(2.28)

Σ̂k =
τk(mk − µ̂k)(mk − µ̂k)

T + Uk + nkSk
αk − p+ nk

. (2.29)
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2.5 Practical implementation of the MAP estimators into a Bayesian

adaptation procedure

The MAP estimators of mixture weights and mixture components parameters will be used in the

next chapter to adapt a probabilistic model with the information obtained through new observa-

tions. This is the rationale followed by the speaker recognition community when adapting the

speaker specific model from the Universal Background Model, as discussed in chapter 1.

A simplified implementation of the main formulas previously derived is proposed by Reynolds

and co-authors [2]. The simplification aims especially at facilitating the task of estimating the large

variety of prior parameters that the rigorous use of the MAP estimates of the GMM parameters

would require. Another simplification proposed by Reynolds and co-authors is to use only the

diagonal terms of the covariance matrix rather than the entire matrix, i.e. to replace the covariance

matrix with the so called variance matrix. In fact, experimental studies have shown that while the

computational efficiency benefits immensely by considering only the variance matrix, the model

accuracy is only little impaired.

Let us assume we have a sample of n independent new observations that we want to use to

adapt a previously defined GMM to account for the new information. The first step in using the

Bayesian adaptation approach exploits the formulas previously derived as:

cik =
ωkfk(yi|µk,Σk)

K∑
m=1

ωmfm(yi|µm,Σm)

(2.30)

nk =
n∑
i=1

cik; (2.31)
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ȳk =
1

nk

n∑
i=1

ciky
(i); (2.32)

s2k =
1

nk

n∑
i=1

ciky
(i)2 , (2.33)

where ωk, µk and Σk are the mixture weights and mixture components parameters describing the

GMM for the model of interest at the time of measurement. Through this step it is “determined

the probabilistic alignment of the newly observed realizations generated from the GMM of interest

into the original mixture components” [2].

The next step is to update the previous estimates of mixture weights and mixture components

parameters to create the adapted parameters for the kth mixture:

ω̂k =
αwk (nk/n) + (1− αwk )ωk

K∑
m=1

αwm(nm/n) + (1− αwm)ωm

(2.34)

µ̂k = αmk ȳk + (1− αmk )µk (2.35)

σ̂2
k = αvks

2
k + (1− αvk)(σ2

k + µ2
k)− µ̂2

k. (2.36)

In Equations (2.36), the coefficients αwk , αmk and αvk are defined as

αwk =
nk

nk + rw
(2.37)

αmk =
nk

nk + rm
(2.38)

αvk =
nk

nk + rv
. (2.39)

The rigorous definition of αmk and αvk can be derived from the MAP estimators of the GMM param-

eters as presented in section 2.4. On the other hand, the formula proposed to update the mixture

weights is slightly different from the one that can be obtained from section 2.4 as experimental

evidence proved that the use of the first of Equations (2.36) to update the mixture weights gives
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better results than those obtained through the use of the original formula. For further simplifying

the method, Reynolds and co-authors suggest to define each one of the same αwk , αmk and αsk in the

same way:

αwk = αmk = αvk = αk =
nk

nk + 8
, (2.40)

as through experimental testing it was evidenced that using the actual values led to only minor

improvements of the results. In the work presented in this report, the simplified implementation as

suggested by Reynolds and co-authors in [2] is adopted.

The only other detail of the implementation left to unfold is the initialization of the GMM

parameters. In this work, a hierarchical clustering algorithm, called G-means [11], is used both to

identify the number of components best suited to model the initial set of data as well as to estimate

initial values of the GMM parameters.
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3. Training Model Adaptation Algorithm for Struc-

tural Health Monitoring

The aim of SHM is that of monitoring the structure’s behavior so as to intervene as soon as it

deviates alarmingly from its reference state. Such a reference state could be that corresponding

to the structure in its current condition, considered undamaged. To do so, a model representative

of the structural reference behavior must be constructed. This model was referred to as training

model in the introduction. In statistical pattern recognition based SHM, the training model is repre-

sented by the probability density function of structural parameters easily relatable to changes in the

structural performance due to damage. Using a probability distribution to describe the structure’s

performance provides a mean to account for the uncertainties inherent in the process of construct-

ing the training model itself at the time of measuring the structural response. To account also

for the fluctuations of the structural performance in time, the training model must be periodically

updated. In this work, we explore the use of the Bayesian MAP estimation technique detailed

in Chapter 2 to update the probability distribution of the indices portraying the structural perfor-

mance. Often, such indices are difficult to observe directly from the measured structural response,

and intermediate properties must be first extracted from the recorded response time histories and

then transformed into the structural properties of interest, so as to retrieve their probability density

function. In other terms, if we denote as y the observable properties extracted directly from the

structural response, and as u the structural properties of interest but difficult to retrieve directly

from the response data, what we need is the relationship between the distributions of Y and U.

Due to the complexity of the systems usually considered in civil engineering applications, it is
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rarely the case that such a relationship be available in its analytical form; more often it is nec-

essary to take recourse to numerical models to approximate such a relationship. The problem of

dealing with numerical models of the structure under analysis is often encountered in structural

health monitoring. The acknowledgement that the numerical models should have been tuned with

experimental observations of the structural behavior initiated the field of model updating [12, 13].

Soon, it was evidenced that in order to fully model the structural behavior, the effects of uncer-

tainties stemming from various sources were to be included in the updating procedures. A variety

of techniques able to solve the model updating problem within a stochastic framework have since

been proposed [6,8,14,15]. In the form proposed in this work, the approach here explored may be

also used when addressing model updating problems within a statistical framework.

Figure 3.1 shows some of the sources of uncertainties for the typical case where the parame-

ters selected to represent the structural performance in the numerical model, referred to as model

structural properties in Figure 3.1, are modified so as for the modal properties of the numerical

model to match those identified from the response measured directly on the system, referred to as

identified modal parameters in Figure 3.1. On one hand, fluctuations in the environmental con-

ditions, such as changes in temperature and humidity, provoke changes in the stiffness and mass

properties of the structure, leading to fluctuations in the structural response. At the same time,

the structural response is affected by fluctuations in the excitation caused by variations of the

operational conditions. Variations of environmental and operational conditions are generated by

phenomena for which, at most, the average behavior can be predicted, i.e. changes in environmen-

tal and operational conditions stem from true random processes, and the uncertainties stemming

from these kinds of processes are in fact called aleatory uncertainties. The measured response is

subject to both aleatory uncertainty, stemming from the actual structural response, and epistemic

uncertainty, stemming from the measurement error. Sources of epistemic uncertainties stem from

lack of knowledge of the process under analysis, and can theoretically be reduced by increas-

ing the number of observations of the process under analysis. Consequently, also the identified

modal properties will be subject to both aleatory and epistemic uncertainties, stemming from the
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Figure 3.1: Sources of uncertainties in modal properties identified by means of output-only sys-
tem identification algorithms. In ellipses sources of aleatory uncertainties, in rectangles sources
of epistemic uncertainties, in rectangles with rounded edges sources of epistemic and aleatory
uncertainties.

measured structural response and the error generated by the assumptions imposed by the specific

system identification algorithm in use. Finally, the uncertainties on the model structural properties

will be due to both the uncertainties coming from the identified modal properties and the error due

to the modeling assumptions imposed by the numerical model in use.
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Therefore, both model structural parameters and identified modal properties are affected by

uncertainties that call the problem to be solved within a statistical framework. The problem we

are interested in solving is that of estimating the probability distribution of some structural pa-

rameters, whose changes can be easily associated to damage occurrence, and to be able to update

the estimates of such parameters, whenever new observations of the structural behavior are avail-

able. The problem is complicated by the fact that while a large variety of methods exist capable of

extracting the modal properties from the measured response, the same cannot be said for the struc-

tural parameters typically used as structural damage indicators. The problem is here approached

by implicitly treating the structural damage indicators as functions of the identified modal prop-

erties. While modal properties are observable, a functional form of their distribution is hard to

define. Hence, the Gaussian Mixture Model is perfectly suited to describe their distribution, as a

GMM represents a very general form of distribution, well suited to describe the probability prop-

erties of a vast array of random variables. Being this the case, whenever new observations of the

modal properties become available, the GMM describing their distribution may be updated using

the Bayesian adaptation technique discussed in chapter 2. Once the parameters of the GMM of

the modal properties are adapted, we are able to update automatically also the distribution of the

structural damage indicators of interest, by making use of the formula for the pdf of function of

random variables given in section 2.2.

More formally, let us indicate U ∈ Rp×1 the random vector of structural damage indicators we

are interested in and by Y ∈ Rm×1 the random vector of modal properties we identified. Let us

assume p be equal to m, i.e. the number of structural properties of interest is equal to the number

of identified modal properties. We assume the two random vectors are related through a function

g−1():

U = g−1(Y), (3.1)
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or, more precisely:

U1 = g−11 (Y);

U2 = g−12 (Y);

... (3.2)

Up = g−1p (Y). (3.3)

Furthermore, we assume we know the joint distribution of Y, that we denote as fY(y). Our

objective is that of deducing the distribution of U in terms of fY(y), fU(u), and then update it

whenever new realizations of Y are available. From theory, we know that the distribution of the

parameters U will be given by

fU(u) = fY(g1(u), ..., gp(u))|J |. (3.4)

While function g−1(·) is difficult to obtain, function g(·) is often available, either through numerical

analysis or even analytically, for simple models.

Algorithm 1 summarizes the steps proposed to update the distribution of the structural parame-

ters, collected in a vector u ∈ Rp×1, when the available observations of the structural behavior are

represented by properties identified or directly extracted from the measured structural response,

collected in vector y ∈ Rp×1, and when the inverse relationship between u and y is obtained

through numerical analysis. The algorithm is inspired by the approach used in speaker recogni-

tion to adapt the Universal Background Model to the speaker specific model. The first step is in

fact that of forming a model playing a role similar to that played by the Universal Background

Model in speaker recognition. The ‘pseudo-UBM’ is constructed by first selecting a lower bound

u ∈ Rp×1 and an upper bound u ∈ Rp×1 for the structure’s performance indices in u. Then, Nm

values of the vector u are generated, each time picking each of the p elements of u between the

predefined bounds u and u. Finally, from the Nm realizations of u, as many numerical analysis
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are run to obtain the corresponding numerical values of y, each time setting the uncertain values in

the numerical model to the ith realization of u, for i = 1, ..., Nm. The result of the Nm numerical

analyses is contained in the sample Y = {yj}, for j = 1, ..., Nm. The UBM can now be estimated

by estimating the distribution of the realizations in Y . In order to exploit the theory discussed in

Chapter 2, the UBM must be a Gaussian Mixture Model, where ωk, µk and Σk, for k = 1, ..., K

represent the mixture weights, mixture mean vectors and mixture variance matrices, respectively.

In this work, the number of mixtures and the UBM mixture weights and components parameters

are estimated through the G-means algorithm discussed in Appendinx ??.

At this point, as soon as an ensemble of T observations of modal properties, q(t), for t =

1, ..., T , is available, the mixture weights and mixture components parameters are adapted using

the simplified procedure discussed in section 2.5. The GMM defined by the adapted parameters

evaluated at the points obtained through numerical analysis in the initialization step and multiplied

by the Jacobian of function g(u) gives the sought distribution of the structural parameters. For

what concerns the evaluation of the Jacobian, for the case where modal frequencies and mode

shapes represent the identified modal properties and the structural parameters of interest depend

on the stiffness and mass properties, the formulas proposed by Fox and Kapoor in [16] can be used.

It is worth noting that the major burden of the approach is led by the creation of the initial UBM,

but other than that the procedure is very rapid and can be performed in online mode, i.e. while

the structure is operative. This is an extremely important problems in bridge engineering because

such structures need to be kept operational during the monitoring process. Moreover, it is worth

emphasizing that at each step of the adaptation, only the components parameters obtained at the

previous iteration must be retained, making minimal the required amount of information to store.

This is an important feature for a training model employed in the context of long-term monitoring

applications.
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Algorithm 1 MAP ADAPTATION OF TRAINING MODEL

1: procedure MAP ADAPTATION(U = [u,u], measurements qT1 )

2: Initialization:

3: Generate Nm combinations of structural parameters, u(j) ∈ U , j = 1, ..., Nm

4: Evaluate corresponding Nm outputs, Y = {y(j) : y(j) = g(u(j)), for j = 1, ..., Nm}

5: Initialiaze fY(y) ∼
K∑
k=1

ωkfk(g(u)|µk,Σk) using data in Y;

6: while new measurements q(t) available, for t = 1, ..., T do

7: for k = 1→ K do

8: cjk from Equation (2.17), for j = 1, ..., T ;

9: nk, ŷk, and s2k from Equations (2.20);

10: αk = nk
nk+8

11: ω̂k = αk
nk
T

+ (1− αk)ωk
12: µ̂k = αkȳk + (1− αk)mk

13: σ̂2
k = αks

2
k + (1− αk)(σ2

k + µ2
k)− µ̂2

k

14: end for

15: ωK1 ← [ω̂1, ..., ω̂K ]/
K∑
i=1

ω̂i

16: µK
1 ← [µ̂1, ..., µ̂K ]

17: ΣK
1 ←

[
diag{σ̂2

1}, ..., diag{σ̂2
K}
]

18: fU(u)←
K∑
k=1

ωkfk(g(u)|µk,Σk)|J |

19: end while

20: end procedure
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4. Numerical Example

4.1 Training Model Adaptation

In order to clarify the procedure proposed in this work, as well as to better emphasize some of the

details of the approach, the illustrative example discussed in reference [8] is here also considered.

The advantage to use such an example is that 1) it has already been studied at great length and

that 2) it is simple enough to allow us test the proposed methodology and to check its validity and

limits.

A two-story one-bay moment-resisting frame with bay width of 8 m and storey height of 3 m

represents the reference system (Figure 4.1). Steel with Young’s modulus equal to 2× 1011 N/m2

and mass density of 7850 kg/m3 is assumed to describe the frame’s material properties. The four

columns have a cross sectional area of 18.8×10−3 m2 and moment of inertia 0.167×10−3 m4, while

the two beams have cross sectional area of 10.5 × 10−3 m2 and moment of inertia 0.562 × 10−3

m4. Both columns and beams are modeled through plane frame elements, i.e. through 2 nodes

elements, where each node has three degrees of freedom:

• dof 1: translational degree of freedom along the horizontal direction;

• dof 2: translational degree of freedom along the vertical direction;

• dof 3: rotational degree of freedom around the axis perpendicular to the frame plane.

Lumped masses of 15 × 103 kg are added to both beams to account for the contribution to the

structure’s mass of the two floors. The system is assumed to be proportionally damped, with 1%
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damping ratio for all 12 modes. The first four modes of the system are plotted in Figure 4.1. In

Figure 4.1, the number in the boxes denote the element labels, while the number in circles refer

to the node labels. So, for example, the column to the left side of the reader at the first floor is

element 1, connecting nodes 1 and 2. Nodes 1 and 4 are fixed so that all three degrees of freedom

are constrained. Hence, after imposing the boundary conditions, the frame is represented by a 12

degrees of freedom finite element model.
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Figure 4.1: First four mode shapes of the reference system used to simulate the structural response.
Modal frequencies in Hz.

This system is used to simulate the structural response. Such a simulated response will be

treated as obtained from measurements of an actual system to be monitored. In particular, the

acceleration response of dof 1 at node 5 is simulated by exciting the structure by means of loads
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applied in the horizontal direction of nodes 2, 3, 5 and 6. Forty different ‘experiments’ are sim-

ulated. In each experiment, the same realization of a white Gaussian noise process is applied to

the four aforementioned nodes and the values of Young’s modulus, cross-section area and moment

of inertia of both beams and columns, as well as the steel mass density given above are perturbed

by a random value uniformly distributed between ± 0.05. The input time histories and amount of

structural parameters perturbation change at every simulation. The set of 40 inputs and outputs is

then fed into an input-output system identification algorithm, namely OKID-ERA [17], so as to

obtain 40 sets of identified modal properties. The input and output time histories are 60 seconds

long and sampled at 0.01 seconds.

As done in reference [8] to introduce modeling error, rather than identifying the 12 dofs system,

the reference system is identified as a 2 dofs system. In other words, when prompted to select the

order of the state space model associated with the system of interest, we choose an order of 4, and

not the true order 24. Being provided with only one sensor at the first floor, only the two modal

frequencies can be identified. Moreover, again using the values given in [8], the 2-dofs model of

the frame is assumed to have mass matrix given by

M =

16.5 0

0 16.1

× 103 kg (4.1)

and stiffness matrix given by

K = 29.7× 106

u1 + u2 −u2

−u2 u2

N/m. (4.2)

The objective of this example is that of using the algorithm outlined in Algorithm 1 to update

the distribution of the structural parameters in u = [u1, u2] using the first two modal frequencies

identified from the inputs and outputs ‘measured’ from the reference structure. Note that if only the

modal frequencies are identified, there are actually two sets of [u1, u2] that give the sought modal
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frequencies and that are obtained by solving for u1 and u2 the following system of equations:


√

900u1 + 293400u2
161

− 900
161

√
25921u21 − 1288u1u2 + 106276u22 = 2π3.13;√

900u1 + 293400u2
161

+ 900
161

√
25921u21 − 1288u1u2 + 106276u22 = 2π9.83,

(4.3)

where 3.13 Hz and 9.83 Hz are the first two modal frequencies of the true system, as seen in Figure

4.1. Numerical solution of this system of equations yields:


[u1, u2] = [1.8471, 0.2406] or

[u1, u2] = [0.4871, 0.9122].

(4.4)

It is worth recalling that the first step of the algorithm proposed in this work requires the

construction of a model playing a role similar to that played by the UBM in speaker recognition.

To construct this ‘pseudo-UBM’, 100 realizations of the bi-dimensional vector u = [u1, u2] are

first generated. These realizations are obtained as samples of a bi-variate uniform distribution with

lower limit [0.1, 0.1] and upper limit [3, 3]. The 100 values of u1 and u2 are then plugged in the

definition of the stiffness matrix in Equation (4.2), so as to obtain 100 different stiffness matrices

that, combined with the mass matrix in Equation (4.1), are used to solve as many eigenvalue

problems to obtain 100 sets of modal frequencies. The distribution of this set of modal frequencies

is then estimated using G-means. The result of this estimation is given in Figure 4.2. It can be noted

that the pdf is a bi-variate Gaussian distribution, but no prior assumption on the shape of the UBM

distribution was made explicitly. This initial distribution can be considered as a representation

of the modal frequencies properties for the class of models chosen to represent the frame under

analysis. It is noteworthy that, at this point, no actual data have been used yet. The next step is in

fact that of adapting the UBM model of the modal frequencies so as to account for the available

measurements, and then obtaining an estimate of the distribution of the structural properties u1 and

u2, exploiting the theory concerning the distribution of function of random variables.
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Figure 4.2: UBM for the modal frequencies.

In order to show these results, the ensemble of 40 modal frequencies identified from the refer-

ence system is divided into 8 sets of 5 modal frequencies pairs. The 8 sets of modal frequencies

are treated as 8 successive monitoring campaigns conducted on the structure. In practice, in each

adaptation step, it is assumed that 5 new modal frequencies pairs have been observed, and such

observations are used to modify the values of the UBM mixture weight, mean vector and variance

matrix. Figure 4.3 shows the results of the adaptation in terms of the distribution of the structural

parameters u1 and u2 at the second, fourth, sixth and eighth adaptation steps. Note that, at every

step, the only parameters to be used are the values of the mixture parameters obtained in the pre-

vious step and the 5 modal frequencies pairs observations assumed to be currently available. In

other words, only the values of the mixture parameters must be stored at every updating step, and
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not the data observed until that point.
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Figure 4.3: Adaptation of the structure specific model using 5 sets of modal frequencies observa-
tions at a time.

Also note that as the number of data used to adapt the model increases, the probability den-

sity function bifurcates and becomes more and more sharp around the two combinations of the

bi-variate vector u, as it can be appreciated by comparing the values where the pdf is maximum

in Figure 4.3 with the values in Equations (4.4). Figures 4.3 are obtained by plotting the GMM
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describing the modal frequencies evaluated at the 100 sets of modal frequencies simulated to con-

struct the UBM itself. A fundamental drawback of this approach is that the distribution of the

parameters is obtained only implicitly. In practice, although the results obtained here compare

well with those presented in [8], in the present form the algorithm is not able to be used any fur-

ther. In fact, while that given in Figure 4.3 represents the joint distribution of the parameters u1 and

u2, it is often of interest to evaluate the marginal distribution of the individual random variables.

In the specific case under analysis, the marginal pdf of u1 (u2) would be obtained by integrating

over u2 (u1) the GMM of the joint distribution of u1 and u2. If we had the pdf explicitly expressed

in terms of u1 and u2 this computation would turn out to be extremely easy, thanks to the choice

of using a GMM to represent the joint probability density function of the structural properties. In-

deed, the marginal pdf of the ith element of a random vector with joint pdf described by a p-variate

GMM with K mixture components is simply a uni-variate GMM with K mixture components and

mixture weights, means and variances given by the p-variate mixture weights, ωk, the ith element

of the K mixture mean vectors, mik, and the (i, i)th elements of the K mixture variance matrices,

σ2
ik, for k = 1, ..., K, respectively. When specialized for the case under analysis, the marginal pdf

of u1, fU1(u1), and u2, fU2(u2), are given by:
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fU1(u1) =

∫
u2∈U2

fU(u)d u2

=

∫
u2∈U2

K∑
k=1

ωk
(2π)σ1kσ2k

exp

{
−1

4

(u1 −m1k)
2

σ2
1k

(u2 −m2k)
2

σ2
2k

}
d u2

=
K∑
k=1

ωk

∫
u2∈U2

1√
2πσ2

1k

exp

{
−1

2

(u1 −m1k)
2

σ2
1k

}
1√

2πσ2
2k

exp

{
−1

2

(u2 −m2k)
2

σ2
2k

}
d u2

=
K∑
k=1

ωk√
2πσ2

1k

exp

{
−1

2

(u1 −m1k)
2

σ2
1k

} ∫
u2∈U2

1√
2πσ2

2k

exp

{
−1

2

(u2 −m2k)
2

σ2
2k

}
︸ ︷︷ ︸

N (m2k,σ2k)

d u2

=
K∑
k=1

ωk√
2πσ2

1k

exp

{
−1

2

(u1 −m1k)
2

σ2
1k

}
; (4.5)

fU2(u2) =
K∑
k=1

ωk√
2πσ2

2k

exp

{
−1

2

(u2 −m2k)
2

σ2
2k

}
, (4.6)

where U1 and U2 are the spaces where u1 and u2 are defined, respectively.

4.2 Structural Health Monitoring of the Reference System

In this example the two-storey one-bay moment resisting frame considered in the previous example

is again assumed to represent the reference system. However, in this example, the aim is that of

including the training model adaptation technique proposed in this work into a complete structural

health monitoring assignment. In an attempt to mimic the conditions that would be encountered

in reality, the reference frame structure is subjected to 100 different excitations simulated as real-

izations of white Gaussian noise random processes to obtain the horizontal acceleration history of

node 5. Also in this example, 60 seconds long time histories sampled at 0.01 seconds are gener-

ated. At each iteration, the Young’s modulus of each element is decreased by 0.02% its original

value to simulate ageing effects. At the 71st simulation, in addition to the ageing effects, the cross

sectional area of element 1 is decreased by 5% its original value, then of 10% its original value at
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simulation 81, and of 15% its original value at simulation 91. Similarly, the moment of inertia of

the same element is decreased by 14.3% its original value at simulation 71, by 27.1% its original

value at simulation 81 and by 38.6% its original value at simulation 91. These additional vari-

ations of the structural properties are considered to simulate damage occurrence and consequent

structural conditions deterioration beginning from simulation 71. Moreover, in order to simulate

environmental effects, at each simulation, the values of Young’s modulus, cross-sectional area, mo-

ment of inertia and mass density of all elements are further varied by a random quantity uniformly

distributed between ±0.05. Finally, to simulate measurement error, 10% RMS noise is added to

both input and output time histories, since, as done for the previous example, the 100 simulated

sets of input-output time histories are fed into OKID-ERA to identify the modal frequencies of the

system. Figure 4.4 shows the performance of the system as a function of the horizontal component

of the stiffness of columns 1 (in red) and 2 (in blue). The circles represent the 100 realizations of

said stiffnesses, while the solid curves are obtained by curve fitting the realizations with a parabolic

function of the form ax2 +b. The main parabolic trend observed in both curves is due to the effects

of the slowly varying value of the Young’s modulus, as it could be observed on a real structure as

an effect of ageing. The scatter of points around the main trend is due to the random variations

between±0.05 of each structural properties, mimicking environmental effects. Finally, the sudden

drop in performance at the first inter-story at simulation 71 is due to the change in cross-sectional

properties of element 1, similarly to what could be observed with damage occurrence.

In order to outline the procedure adopted in this work to solve the SHM problem, let us assume

that the pdf of the modal frequencies and, consequently, of the structural parameters, have already

been adapted using the measurements collected during t campaigns, through the exact same ap-

proach discussed in the previous example. The resulting GMM will be referred to as training

model. Let us denote as L1 the likelihood of the new (t+ 1)th observation and as L0 the likelihood

of the tth observation. Let us assume that each observation comprises T sets of parameters; for

instance, in the previous example, T was equal to 5. The value of the likelihood L0 is obtained as

the product of the T values of the training model evaluated at each of the T observations, where the
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Figure 4.4: Performance of the reference system in terms of inter-storey stiffness.

GMM mixture parameters are adapted to include the observations collected at the tth campaign.

Likewise, L1 is obtained as the product of the T values of the training model evaluated at the each

one of the T observations, where the GMM mixture parameters are adapted to include the (t+1)th

set of observations. If L1 is larger than L0, we can conclude that the new data observed at cam-

paign (t + 1) come from the same type of structure we have seen up to campaign t, and we can

safely include the observations collected at campaign (t+ 1) in the training model. If, instead, L1

is lower than the L0, the new observations are not included in the training model as they could be

associated with a system behaving differently from the one observed up to the current time, and

the training model is left invariant, i.e. the observations collected at campaign (t+ 1) are not used
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to update the training model.

Observation Index, t
1

Li
ke

lih
oo

d

-8

-6

-4

-2

0

2

4

Figure 4.5: Damage detection results.

Figure 4.5 shows the results of this procedure, using each one of the 100 observations indi-

vidually, i.e. T in this case is equal to 1, and t goes from 1 to 100. A blue bar indicates that

the tth new measurement was included in the training model and used to adapt the training model

parameters, a red bar indicates that the new measurement was not used to adapt the training model.

Note that the structure does not undergo a major damage until the monitoring campaign 71, but,

as portrayed in Figure 4.4, its conditions deteriorate steadily up to that time, so that at simulation

65 the likelihood that the identified modal frequencies come from the system associated with the

training model built up to that point begins to decrease, and observations from tests 66, 68, and 70

are not used to update the training model. Moreover, the algorithm correctly rejects the inclusion

of observations from 71 to 100, as once damage occurs the class of models required to portray the

system’s behavior becomes different from the one associated with the constructed training model.

The evolution of the adaptation of the probability density function of the structural parameters
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Figure 4.6: Adapted training model for the structural parameters.

is shown in Figure 4.6. Note that measurements 66, 68, 70 and from 71 on were not used to adapt

the training model. Since for this example each measurement is used individually to adapt the

training model, and since the reference system changes conditions within the different measure-

ments, this time the two sets of structural properties associated with the reference system modal

properties begin to be distinguished only after approximately 40 measurements. This suggests that

should the algorithm be used in real applications, it is advisable to adapt it with more than one

observation at a time to increase the robustness of the training model.

35



5. Conclusions

Inspired by the use of Bayesian Maximum A Posteriori adaptation of the Universal Background

Model in speaker recognition, this work proposes a new and computationally efficient method to

update the probability distribution function describing the statistical properties of an ensemble of

structural parameters through the adaptation of a Gaussian Mixture Model describing the pdf of

observed indices parameterizing the structural behavior. In particular, two examples have been

discussed to validate the algorithm performance. In both examples, the reference system is a 12

DOFs two-storeys, one-bay moment-resisting steel frame while the model of the system is assumed

to be a 2 DOFs shear-type system. In the first example, the first two modal frequencies identified

from the simulated response of the 12 DOFs frame are used as observations to progressively adapt

the pdf of a population of modal frequencies generated from the 2 DOFs shear-type system. This

first example clarifies what has been defined training model adaptation. In the second example, the

performance of the 12 DOFs reference model is made varying to mimic environmental, operational

and ageing conditions variability and a criterion to select whether or not the new observations

should be used to adapt the training model is also proposed.

Overall the results are very promising, but at its current stage the proposed work must be

considered as a proof of concept for the application of the Bayesian MAP adaptation of a training

model. The analyzed approach has various features that make it quite interesting for structural

health monitoring applications, the most important of which are:

• Use of a Gaussian Mixture Model to represent the statistical distribution properties of the

monitored system. The GMM is a versatile tool able to model a very large class of distribu-
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tions. The fact that the GMM is a weighted sum of Gaussians makes it extremely easily to

use to analyze the random variables behavior.

• Minimal amount of information to store. By means of the Bayesian MAP estimation re-

viewed in this work, the only parameters to store at any time are only the mixture weights

and the mixture components parameters, while once the new observations are used to adapt

the training model, they can be discarded without loss of information. In practice, in this

work, the statistics used to estimate mixture weights, mean vectors and variance matrices

are treated as sufficient statistics.

The major drawback of the proposed work is its inability to produce estimates of marginal dis-

tribution of the structural parameters used as indices of the structure’s performance, since the joint

distribution of said variables is obtained through an implicit function of the variables of interest. If

such marginal distribution were available, the structural health monitoring approach discussed in

the second example of Chapter 4 could be performed analyzing, for example, the reliability of each

inter-story, by evaluating the probability that each inter-story be greater than a pre-defined thresh-

old. By proceeding in this fashion, also damage location and severity could be estimated. Given

the enormous potentials of the approach, further research is needed to identify ways to express the

joint pdf explicitly in terms of the structural properties.
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